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O000000000bO0bO0oobO0obOooooooooobOoooooOooDg
O00O-calcmem 0O O000O0OOID ngramO0O00000 1000000 n-gram
O0000D000000o0oDoooboooo Ibo-gramO00000O0OO0OO
0000000000000 0o0ooO0obO0o0o0ooooOoooobooooooDg
O00000O-buffer00000000O0OOO0OOOOOODOODOO MByteO
Jdogduobbobooobod 1o00000d -specnum U O 2-gram, 3-gram, ... 0
O000000O0b00obO0o0bO0bO0o0oo0oboboooDoobooooooooDg
OO000000000000000000000D0 text2idngram0O0 0000
Oo0ooDooono

-vocab_type 0L 2
000000000 (open vocabulary model) D000 100000000000
O (closed vocabulary model) OO0 000000000000 OOOOOOO
OooooooooooobooboooooooboOo2000000000000 10

—oov_fraction [J[J
O0O0-vocabtype U DO OUOO 2000000000000O00O0O0DOO0OODO
Jo0o0odoobooooobbooooooobooooboooobbouoonoo
goodooo.s0

-linear | -absolute | -good_turing | -witten bell
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gboboogbbobooobooobooobboobbooobooooboboo

oooooo
-linear linear discounting
-absolute absolute discounting

-good_turing Good-Turing discounting

-witten bell Witten-Bell discounting

000000 Good-Turing discounting O O 00 O

-discranges 0O 1 OO 2 003 ...
Good-Turing discounting 00O 0 00O O n-gram 0 00O O discounting O O
000000000000 000Ounigram O 10 bigram O 70 trigram 0 70 00 O

-cutoffs JO 2 OO 3 ...
Ongram 00 0000O0O0O0O0O0OMOOO 200 bigramOOOOOOMD OO 30
OtrigramJ 000000 0OO0OD0O0O0O0O0O0O0O0O0O0OOMO n-gram count U O [
guogdobooobobobobooogo

-min_unicount 0O O

unigram J 000000000000 0O0O00O00O0O0000O0O00O00000O000
00 wigram 000000000 0O0O0O0O0O0O0OOOO0O0O0O0O0OO0OO0

-zeroton fraction (
000000 P(zeroton) J01000000000000 P(singleton) 0 (OO
OOo0oOobDOoboooog .00

-ascii_input | -bin_input
OO0 IDn-gramJ 0000000000 -asciidnput 0000000000
“bin_input o

-n 00O
n-gcram0000000000000O0O0O 30

-verbosity U [
gbobbboogoobbobooogobbbooooobouoooobobbod
ooooboobobooobooo?2

-four byte_counts

O0000000OngramO0000O0OO0O0OOO((@QOOOOOOOOODOO)O
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655350 000000000 0ggnoedd3sstbnnuoogooooogan
gobooo

-two_byte_bo_weights
Back-of OO0 20000000000000000O0C000DOOOOOOO
gbobobobobooboobgdan

B3.2 0000OO0DOOO

OOOobOoobboobbOdperplexityUDODOODOOO0OOOOOOODOODOODO
UevallmUOOOevallmUOODOOOOODODOO0OOO0DDOOO0O0DOOOO0OO0OOO
O000000oo@ooooooooon)

% evallm -binary learn.binlm

Reading in language model from file learn.binlm
Done.

evallm : perplexity -text test.text

Computing perplexity of the language model with respect
to the text jconstp.text
Perplexity = 32.25, Entropy = 5.01 bits

Computation based on 232 words.

Number of 3-grams hit = 136 (58.62%)

Number of 2-grams hit = 59 (25.43%)

Number of 1-grams hit = 37 (15.95%)

135 00Vs (36.78%) and O context cues were removed from the

calculation.
evallm : quit
evallm : Done.

gooboogboood

evallm -binlm OO0 OO 0OO0OO0ODO (MOO0O)
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ood

evallm —arpa 0000000000 (DOOO)
UevallmUOOOOevallm: OO OOOO

perplexity —-text 0O OO OMO

goboboboogoobbobbbuooooboboboooobuoooooobooobon
gobobooobboboooobobod
evallmJ OO QOOO0OO0OOOOO0O0OO

-ccs U QOOgOoOoog

gbobobooggboboogoobobooodobbooooobobboooobooo
gbobobooggboooan

perplexity —-text U UOOOMO
ooboobooboobooboooboboobobooboboooobooooobooo
oboooooooobooog

-probs OO OU
gbooboobobboboobuoobooboboboboooo

-oovs U QO4gQd
gdO0O0O0O0O0oooooogooooooooooouoooooooo

-annotate OO OO
DDDDDDDDDDDDDDDDDDDDDDD(DDDDDDDDbaek—oH
O00OQetc)0000O0O0OODOODOOOOOO

-backoff from unk inc | -backoff from unk exc
O0O00O0o00DO0o0ooDObo0o0oo0ooboboOo0on back-of 1O DO
-backoff fromunk incU O DO UOOOMN

P(w|w’, !!UNK!!) = P(w|!!UNK!!)
OO0000O0O0O-packoff fromunk excO OO OOODOO
P(w|w',NUNK!!) = P(w)

gbooboogd
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-backoff_from_ccs_inc | -backoff_from_ccs_exc
0000000000 (.cesO0OO0O0O00OO0OOODODO<s>00)00000O
O000000 back-of D0 0incO excOOOOODODOOODO

-backoff from list 0O OO
O0000000000000000000 backoff0O0DODOODOOOO (force
back-off list) 00 0 OO0

-include_unks

DOO0bOO00obObDOO perplexityD OO0 00

validate w; wsy ...
DDDDDDDDDDDwlwg...(trigramDDDDQDD)DDDDD

w

000ooooooodoooooooooddd -backoff from unk inc, -backoff from unk exc,
-backoff from ccs_inc, -backoff from ccs_exc, -backoff from list 0000

help
gooboogbobod

quit
evallmJ O OO QOQO

B33 000O0OO0OOOO

go0ooobOOoO0o0oooooooo0o0oooO0ogooooDbDooooOoDbDDobDoCMU-
Cambridge 00O 0O0O0O0OO0ODOODOODOOOODOOOOODOODOOOODODDOO
gbobobboogoooobobbooooboobbbooooobbboooobooboobon
gooboooogoo

text2wngram

O00000Ongram(D0000C00OO0O00O0OO0O0OO)00000O0O0O0OOODOOO
gobooo

-n 00
-temp U O OOO
-chars UUODOUOOOOOOOOO
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-words UUDOUOOOOOOOOO
-verbosity U [

ngram2mgram -n [0 -m OO
n-gram U0 O000000000O000O0000004

-ascii -binary -words

wngram2idngram

OO0 n-gram O IDn-gramO0 000000000000 0O0O0O0O0O

-vocab U ggg
-buffer UOOODOOO
-hash 0O OOOOOOO
-temp U O OOO

-files UUODOOOOODOOO
-verbosity U [

-n 0JOU

-write_ascii

idngram2stats
ID n-gram 00 OO0 frequency-of-frequency DO 00 n-gram 0000000000
o000

-n 0JOU
-fof size freq-of-freq0 000000
-verbosity U [

—ascii_input

mergeidngram idngam; idngrams ...

000 IDngramO0O0000 100 ID n-gramOJO00O0O

-n 00
—ascii_input

-ascii_output

binlm2arpa -binary xxx.binlm -arpa zzz.arpa

goboboogbobooooobobobooobobod
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interpolate +UUUUODO 1 +000OOOO 2 ...
000000000 (evallmO perplexity -probs 000 00O00DO)00O0O0O0
goodoboboooobobbbooooooouuuooboobooboooon

-test_all

-test first O

-test_last [

-cv

-tag OO OO

-captions 00 0 0 0
-inlambda OO O0OOOO
-out_lambda O O 0O O
-probs OO OO
-max_probs [

B4 00000000 toolkitD O [

CMU-Cambridge toolkit D D DD O ODOOOOOOOO0OO0ODOODOOOOODOODOO
gboboboobugboobgboobbooboobobobobbooboobagoba
OO00bo0o00obOo0o0ooboo0oobooOo0obboUu APIDODOOODOOODOCMU-
Cambridge toolkit 00O ODODOOO0ODOOODOOODODOOODOOODOODOOODOOODOO
gooboooggo

O0000000000000000 (binlm) 000000000000 OCOOOCOOOO

B.4.1 00O0O0OOOO

CMU-Cambridge toolkit D D D O OO DODOOOOOODOOOOODOCOODODOOL1ib/SLM2.a
Oobodbouobooobobdbsrc/0000000DO0ODOODODDOODOODLO

B.4.2 00O

gbogobbobobobobbbooooobobbsgbbboouoagobobobbod
0000000 model.binlm OO DODOOO0OOO0OOOtrigram 00000000
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#include <stdio.h>
#include <SLM2.h>

main()

ng_t model;

char wi1([40],w2[40],w3[40];
int bo_case;

int n[3],1;

id__t w([3];

double prob;

/ 0000000000 =/
load_lm(&model, "Genesis.binlm");

/* 00000 */
printf ("Input three words:");

fflush(stdout) ;
scanf ("Yshshs",wl,w2,w3) ;

/* 0000000 ID OO0 =/

sih_lookup(model.vocab_ht,wl,&n[0]);
sih_lookup(model.vocab_ht,w2,&n[1]);
sih_lookup(model.vocab_ht,w3,&n[2]);

/« 00000 =/
for (1 = 0; 1 < 3; i++)

w[i] = n[i];
bo_ng_prob(2,w,&model,2,&prob,&bo_case) ;
printf ("%f\n",prob);

CMU-Cambridge toolkit O /usr/local/cmutk OO O 00000000 OOOOOOOO
gdddooodoboooooooooououoon

cc -I/usr/local/cmutk/include sample.c

cc -o sample sample.o /usr/local/cmutk/lib/SLM.a -1m

OO00O0DoO0obOO0ocogbooogo ANSIDODoOoDbooooogo

B.43 00O0O0OOO

Ooooooboooooooboooobooooobooooooooo
void load_lm(ng_t *ng,char *1m_filename)
00000 (Dooooo0)oooood

void sih_lookup(sih_t *ht, char *string, int32 *intval)
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00000000000 stringU0 0000000000000 *intval
godgboboboboboboboobuobooobobobbobobobon

ng_t model;
char *word;
int id_no;

sih_lookup(&model.vocab_ht,word,&id_no) ;

goobooogoon

void bo_ng_prob(int context_length,
id__t *sought_ngram,
ng_t *ng,
int verbosity,
double *p_prob,

int *bo_case)

n-gram 00000000 context length OO O0O0O0O0O0O0O0OO (n-gram0O
00 —1)Osought ngram 0 00 000000000000 0OOOOOOOO
OO000000 id__t00000 unsigned short 00000 OO sih lookup()
Oo0000d0id__t 000000000 bbddbngdoobboooOog
O00OverbosityUD ODODODOOODOOOOODOOODODOO*prob 0O
O00D00000D0D00000DOO=*bocase IO DOOOO

000 CMU-Cambridge toolkit [l [0 00 0 0O [

CMU-Cambridge toolkit DD OO OOOOOversion 1 OO0 OO0OOOOOOOOO
god

http://svr-www.eng.cam.ac.uk/ “prci4/toolkit.html
OO0O0O0b00O0bO0bOd cMU-Cam Toolkitwv2.tar.gzU O OO UOODOOODOOODOOO

gzip -dc CMU-Cam_Toolkit_v2.tar.gz | tar xvf -
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UO0OOCMU-Cam Toolkit v2U U I UODOUOOUOOOOO0O0OOOOOOOOOODOOO
goooog

00O 0O CMU-Cam_Toolkit v2/src 0 0 0O Makefile O OO OODODOOOOOOOOOO
RYAuREEN

#BYTESWAP_FLAG = -DSLM_SWAP_BYTES

000000Olittle-endian 0 0 0000 O Y(VAX, i386/486/Pentium 0 0 ) 0000000
DoOoobooboobub0 #x0b0o0oboobuoobuoobgn littleendian O OO O
gbbobo0o0ddgdcMu-Cam Toolkitv2U U U UMD endian.sh OO UOUOOODODOONO
Oogoodolttleendian0 000 O0OOO0O0OOO0OO

Makefile DO UOUOUODODOOOOOODODOOO

make install

OO0O00dgdgdceMu-Cam Toolkit w2/bin 0 00O OOOOOOOOOOOOOOOOO
CMU-Cam_Toolkit v2/1lib 000 SLM2.a00 0000000 OODOOODO O OCMU-Cam_Toolkit v2/bin
OshelO PATHOOOODODODODOOOOOOOOODOOODO

CMU-Cambridge toolkit 0 0 00000 ODOOOOOOOCMU-Cam_Toolkit_v2/doc [
00O toolkit documentation.html OO OOHTMLOOOOOOOOO WWWDODOOUO
goooood

l00000x1234000 20000000000000000000000000000 0x34 0x1200
OO0O000000 littleendian OOOO0OO0OD0OOO0O00OOCO0D0O0OO0DOO Ox120x34 00000
00000 big-endian 000 0O 80860 Pentium O VAX OO 0O little-endian 0 O Sparc 0 m68k 0 00O
big-endian 000 O0O0O0O0MIPS 0000 little-endian O big-endian OO0 OOO0OO0O CPUOODODO
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0 0C N-gram 0000000000
opooooooooonf

Cl O00udoobuooobobouoooo

gbogbobgbuogbobobobobboboobooboooobogbaoobobd
O0000000000000000000000 [1-3]0back-of 0000000 OOOOO
gbogbobodgbboboooboobuoobboobbbobbougboobn trigram
0000000oooo0o0o0O0 (0 cyooooooooooooooo

1. back-off N-gram OO0 OO0 0O0O0ODOOOOODOODOODODOOOOOO

2. 00booobooboob N-lOOOoboooboobbobboobboooo
goo

{p} ODOODOOODOOOOOOOO

{p/}DDD Ngram OOO00O0OOO0O0OOOback-of 00D OODOOOODOODOODO
gooo

. 0boooooobbobood back—offDD(O/)DDDDDDDDDDDDDDDD
gbogoobboobogbbobbuodbbobbuoobbooobooboogn
gboobooobobod

4. 0b000000bo0booboboooboboobboobobooobooboogon
0000000000 backoff 0000000 (ODO)O

OO0000000OO0back-of OO ODOODOOOODODODOOOODOODODODOODO
gobooood

0000 (0000000000000 000O0Oooa)
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@oO00000 (o backoff 00 ) () 00000O0OOOCOODD (o "t back-off 010 )
0 C.1. back-offt 00000

C.1.1 back-off 00O O OO

trigram DU DO 0OO000O000000O000O00200000000000000040
0000 trigram J 0000000000000 0O0O00O00O0003000 ayz,xyze,...
omootit ,uodooooooooobobobouooooooooobobboonon
boboobbbbboooooooobbb @, 0000 nnDoDonDn trigram OO0
0 zyz(i=1,2,...) 000000 {p}00000 bigram 00000 yz 000000 {q}
OO00oOooooooO trigram 000 bigram DO OO0 O0O0OO0OO0O0OO0000O pynksd
Qunks' 000 000000back-of 00 aO00cy O C(zyz;) >0000 00000000

Punks 1- Zi€C+ Di

— — C.1
Qunks 1- Zi€C+ qi ( )
000 (O C.1(a))00Otrigram 00000 zyz 00000 000p, = P(2k|zy) O bigram
00O back-off smoothing 00000000 OOOO0O
00000000 backof 000000000000 (O C.1(b))0
/:p;nks :punks +pk (C 2)
q;nks Qunks + Qk
000D00000000000 {p}00(000)00000000000 {p}
Di i?’ék,i66+

{Pr=1a @ keey (C.3)

a g i ¢ cy

goobooogogo
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C.l2 0J0Oooooooo

gbbmogboboogbobodgobodggboouogbboobbooooooboobon
0000030002y 000000 p(eyz)0000000000O0ODOO

H=—> plzyz)logp(zyz) (C.4)

wyz
00000000000 0000000000Q,,000000 P(Q,,)000000 (C.4)
O0trigram 0000000000 p; =P(zjzy) 00000
Z—E;P@%wbgP@%w
"‘%P(sz)(_ZPilOgPi)
gooooooooooad

oobooooooooooooooboobobobboooou ,UOO0O000OO0b00O000
O000000oocC()oooooooooooo

AH=H —H

(zy)
C(all)

Q

x D(p|lp’) (C.5)

O0000000C(ell)OObigram OO 000000 O00DOOOOOOOOOOOOOO
oobobooooooooooboboooooob ,Ubo000000

log(APP) x Z C(zyz;) log%
= C(ay) x D(pllp") (C.6)

goboboogoboboooon
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0 0OD N-gram 0000000000
ooooooof

D.1 ODOo0On

00000000CMUOOOO Cambridgee 00 00000000000000000
0 CMU-Cambridge Toolkit Version 2.1 (00 Toolkit) 000000 0000000000
Toolkit 0 00000 back-off N-gram 0000000000000000

0000D00000000000Toolkit 000000000000 Toolkit O binary
000000000000 ARPAODO0O0O0O000000000000OCOCOOO O bigram
(N=2) 000 trigram (N=3) 0000000000

D2 ODOo0oooon

1. 000Toolkit 00D ODOODODODOODOODODOODODO SLM2aO00000O00O0O
000000 (Toolkit 0000 OOOOO Download OO )0
http://svr-www.eng.cam.ac.uk/“prcl4/toolkit.html

2. 00000000000 compress.tgz 00 000OO% gtar -zevl compress.tgz

compress.tgz U U D OUOOOODDOOOOOOOO

a. JOoooogn

LMcompress.c compress2gram.c compress3gram.c
b. OOOOOooooon
write_lms_2.c

c. readme.j U0OO0O0OOODOOODOOODOODOOODOO
readme.e (0 O0)

0000 (0000000000000 000O0Oooa)
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d. Tutorial.j OOODOOO0OOOO0OOOOOOO
Tutorial.e (0 O O)

e. Makefile

3. 00000
Makefile 0 CMUDIR OO Toolkit 0D OODO0ODO0OO0O0OOmMmake 000000
Toolkit 00O ODOODOODOONO SLM2.a 0 writelms 20 000000000000
ooooo
00000 Compress.a
OO000o0oodn LMcompress
O0o0o0Don

4. 0000O0O0O0
Makefile 0 BINOOOOOOOOOOOOODOODODOOODOODOOODO LMcompress
ooooooad

% make install

4. 00000000OO0000

% make clean

Makefile

Makefile OO OO0O0O00OO0OOODOODOODODOOOOOOODOODOODOOOOODOO
OgecOOO ANSICOOODOODODODOOOOI

BIN goooooooooobod

BYTESWAP FLAG | 000000 0OO0O0OO

CcC 00000 ( default: gee )

CMU_DIR Toolkit OO DOOOOODDODOOOOOODODO
GDB_FLAG godd

OPT_FLAG 000000 (default: -O )

WARNING _FLAG googogd




OO0D NgramUOODOUOODOOODOODOOODOOODOO

D3 UD0o0nogon

-a output filename --- OO0 0000 (arpa,.gzO00000O0O )

-b input filename --- 000000 ( binary, .gz 000000 )

-h d0oOooooood

pvalue---0000000000000000 (%) (0.0 - 100.0)

DOooboobboobbobuoobUdU.Tutorial UDODOODOOODO

36
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0 0OE DOOO0ODOOODOOoOoOor

gbggbogobogbobooobooboooboobbooboooboobn
oboobooboobuoobuoobuoobuoobuobooWivsd0booboonog
oboobooboobobooboooboobuoobobobobobJulivsogg
gbobobbooggboboogoobobbooodobbooooobobboooobooo
goboboogobobooooobobbooogoon

El 000000

obooboboooboob Er0OOO

JuliuvsD O O O

|

ooooooo
mkhyp.pl

|

gboooodood oooboooodno

| |
.

ooooooo
align.pl

score.pl

O El.000000O0OO0ODOOODOOODO0

00000 (0DD00D0D00000000 0000000)
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E.l1 0000Oooo

oobooboobooboobobboooobooboobooboboooboddulius
ObhooboobobooboobooboobobboobOmkhypplDOOO0OOO

El2 0000O0OoO

goboooooboooooobooooooobobooboobPUbbobobOobOoD
00 (alignp) 000 0000000000000 OODO0O0OOOOOODOOOOOOOO
gbobobobooggboboogoobobboooobbooooobobboooobobog
gobobobogogoooobobobbbologooooobobbobbobogod
gbooobbodobbodboouoobogbboooboboooboobobobaon
gbobobobooggobobooooobbboooobobbooooobbobooobo
goboobbobooooobbboooobbbod

E.1.3 0000Odd

O0000000000000000000 (score.p)0000000O0OOOOO0O()
O00o00000o00oo0oo0dooo@)boo0ooo0ooooooooooooE)oo
0000000000000 oooooooooUoooo0ooooo40000000O
O0000000ONIST BENCHMARK SPEECH RECOGNITION SYSTEM SCORING
PROGRAM'OOOOOOOOO

E2 00000000000 0OO0U0O0OO0OO00

gbhobooobdbboobooboobuoooobodobbobooboboobogdo
gboobobooboobooboobboobbobooboboboboobdbobbobg
gboboboogoobbouoooobboboooan

e idU0I ...000000OO00OOODLOOOODODOODODODODOODLODOOD
gbooboogbboooan

0 ) nm005-035

L ftp:/ /jaguar.ncsl.nist.gov /pub/score3.6.2.tar.Z
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e 1D ..000O00DOODLOODOODLDbDOODODLOODOO0ObLbDOObLDO
000000000000 (DoooooooOoOooOoOo)booOooO (coooo
ooboooboooboyooboobbuooboobooboobboobbooobon
O000)0’+00000000000000C0oooooO

OH,0oo+000o0+2,0+0+58,00+0000+2,0+0+58,00+000+00 +44/17/8,,

O +0+70/47/2,0+0 +74

gboboboogbbobooooobbboobbbbuooobboboooooobod
goobooogoon
00000000oooO0o00o00 (00)oooooooooooooooood

/

OO0 (00)0oooooooo
nm005-025

O+0+39,00 0+0000+2,00+00+58,0+0+67,00+0 00 0 O+17,0+0
+58,0+0+62,00+000+0 00 +44/6/5,0+0+75,0 0+0 OO +19,,0 +00 +33,00 +
Ooo+28,0+0+67,00+00000+2,0+0+58,00+000+17,0+0+74
nm005-035

O 0 O0+0d 0 0 O+2,0+04+458,0 O+0 O O0O+2,0+0+68,00+0 OO+
0 +44/17/8,0+0+70/47

/2,0 +0 +74
O
O
O
nm006-020

Ooo+0oo+2,00+0000+2,0+0+67,000+000+2,000+0 00 +60,,
O0+000+0 0 0+44/6/5,0+0+70/47/2,0+0 0O +22,0+0 +67,0 O +0 O +21,,
O0+00+70/49/2,0+0 +74
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E3 00000000000 oonn

gbggboboobooobooobooboooboobbooboooboobn
OO0Ooobooobg PerlDOD0O JPerlUODDOODOODOODOOODOODOODOO
PerlO JPerl DO OOOODOOODODOOOODODOOOODOOOOOPerlO JPerl OO0
gbobobooodgboboooobbobboooobboooobbboooaobobo

E.3.1 mkhyp.pl

mkhyp.plO O Julius(ver 1.2) 00 0000000000000 O0OOCOOCOOOOOOO
gbobobooogbbooooobobod

Julius(ver 1.2) 000 0000000000000 0O0OO0OOO0OOOO0OOOOOOOO
OO00O000O EUCOO0OO00ODOO0OO0ODOOObOOoOobOooObOD EUCOOObOOobOOOon
gobooo

-pO0000O0 uivsOOOOOODODOOODOOODOOODOOOODLOODOOOO
rogoooilogo-p2200bb0o2b00bobooboobooboon

O00
%»onkf -e OOODOOODOODOO |\
jperl -Leuc mkhyp.pl \
-p (112) \
>0000000000

E.3.2 align.pl

alignpl0 00 00O0O0O0O0O0O0OO0O0O0O0O0O0O0OOD0O0OO0OU00OUOUOOOoOOUOoo
0000000000000 ooOoobOoooooobooooDoooboobDoooDoGg
Oo0od

000000000 0oo0oboooooooooobooobobooooooooogn
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OO0E ODOO0ODLOO0ODOODbOOOD 41

ooOd

% jperl -Leuc align.pl \
-u (morpheme|char) \
[-c] \
-f (kanjilkana) \
-r JO0O0O0O0O0OoOoog \
OOoooooooog \

>O0000000ooooog

E.3.3 score.pl

scorepl 000 000000000000000000000000000000
00000000000000000000000000000000000(1)000
0000000000000000()00000000000000000(3)00000
00000000000 O0000000000000000004000000000
000(1)0700 idsnt”’0(2)07 00 idsum’0(3)07 000000000000 sys’0
(4)0”000000000000.sys.dt? 000000000000000000000
00000”000000000000se” 0000000000000000

O00
% perl score.pl DO OODODODOOOOOO
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vocab2htkdic.pl 0 0 CMU SLM Toolkit 0000000 (wocab) DO OODOOOOOO
goboboooogboobood
OO00000D00000D00D0b0000D0OD00OH”HTK O dictionary format O O O
gboooboboobogoobool1boboooboobgo200b00booboba
oboo3b0boobooobaMMObDOOobooboob 3goooobuooboong
gbobobbooggboboogoobobooodbbooooobobbooooboog
0000000 (00oooooooooo)oooo0ooo+oo00o0ooooooooo

goobooogbod
s gobobooggn ~

O

OO00O0+0000+17 [DODO] aisatsu

O00+000+14 (0oaol aitsu
OOooOo+0000+18 [DOQOO0O] aimai
00+00 +44/21/2 (00l au
0
0
N J

ooboooobooboboobobobobooboogbobob JrerllODOOODOD
OO0O0O0DbD EUCOOO0ODOOOOOOO

00000 (0DD00D0D00000000 0000000)
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- ooo ~
% nkf e DODOOODO |\
jperl -Leuc vocab2htkdic.pl \
o DODOODOOT \
[-e OODOODODOOOOT N
[-u (ngram|keitaisol|yomi)] \

-p UODOOO0O0OODOOOO
. J

oUgugubobboogbbobooobbbooobbbooooboooooboo
OO00O0DOODOHTKDIC’DOODOOODOOooOOoogoo

-—ebouodboooboobobboobobooboobooboboboobogog
OOoooobbOo0obOooooobOo0oooobob0bObOObO00UUbDbOOO’ERRORY
gbobobooogbboooooboboooobbooooobobbooooboog
goboboboooggboboogoobboobboooobobooooobobobod
goo

00ooooood
38: 0 +0000+17 [0 +0000+17] 0OOODO
1348: O+0+0+45/9/7 [O+0+0+45/9/71 q
2166: O+0000+17 [O+0+17] O

000000000000 00 2000000 []00000ooooooo0O00’u
ngram’ 00000 [|000 N-gramO OO (O0+04040)00-u keitaiso' 00000 [ |
O000000000000000wwyomi’00000[|00000000O000OO00O0O0OO
0000000000[|000 NgramOOO (0+040+0)0000000°-u ngram’
0000000000000 0o0o0oooooo0ooooooooooooo [Joooo
gooboood

s ogooooood ~
—+{—/00/00/00}+73/0/0  [—+—+73/0/0] sp
—+{—/00/00/00}+73/0/0  [—+0 0 +73/0/0] kara
—+{—/00/00 /00 }+73/0/0 [—+0 0+73/0/0] tai

\—"'{—/D O/00/003+73/0/0 [—+0 0+73/0/0] hiku )

-p0000000COO000OD0OOOO0OOOOODOOOOOO(DO)OODODODOOO
cogoodoboooobooooooooooooooLoooL’ Y0000 UOo g
goboobogbogdgoooboggbooobboogboogbbogboboobbn
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suuzisyori.pl 0 O ChaWan 0 OO0 0O0O0O ChaSenO O OO DOO0OO0OOOODOOOOOO

O000000000000ChaSen0 000000000 O0ODOOOOOOOOOODOO
OOo0oo00ooO0o0o0O0(ooo0ooooooooo//ooo0ooooooo)oooo
0000000000000 D0D0DO000oooon

s ChaWan O OO OODO ChaSenO OO OO0 ~
gob oooboo Oooo 16/0/0
0 0 0 62/0/0
0 ooo ooooo{oo/00yo{0o/ooy g oo 19/0/0
0 goood 0 33/0/0
0 0 0 64/0/0
HEN gobooo HEN 2/0/0

\EDS )

ooboooooobooooboooobobooooooboy/o/ooboboooooon
(H)OooooooOooo@)Uoooo00o0ooo00ooooO0oUOoooooooOd
0’1e/0/0000doboodbodbobobboobooboobooobuoobooDbg
gbobobouogobbouoooboboooobboooon

00000 (0DD00D0D00000000 0000000)
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s gobooobooogan

~
gob oooboo Oooo 16/0/0
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- god
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jperl -Leuc suuzi_syori.pl
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