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Abstract—Open domain spoken dialogue systems are still not at
the level of human performance and understanding. In this work
we propose that the a remote human operator who can take over
the conversation from an autonomous system would improve the
quality of an attentive listening conversation. Furthermore this
operator could also manage multiple users simultaneously. We de-
scribe and implement this as a semi-autonomous parallel system.
Features of this system are detection of disengagement to let the
operator know when to intervene, summarization of conversations
using ChatGPT to allow the operator to manage multiple users,
and conversion of the operator’s voice to the agent’s to make
intervention less abrupt. We conduct an experiment to compare
this system to a fully autonomous system and find that it improves
performance for enjoyment and empathy.

I. INTRODUCTION

Through the use of large language models (LLMs) and
improved automatic speech recognition (ASR) technology,
spoken dialogue chatting systems have advanced to become
more human-like. However, there is still a clear gap between
human-human and human-agent conversation.

Most commercial spoken dialogue systems, such as smart
speakers, are primarily task-based. However chatting systems
are yet to reach this level of wide usage. This is arguably
because such open-domain systems are more complex and
require servicing a variety of individual users. LLM dialogue
systems such as ChatGPT are now becoming popular, although
using these in natural spoken conversation still requires real-
time conversation functions such as human-like turn-taking and
backchannelling.

LLM-based approaches are also not immune to making
inappropriate responses (hallucinations) that arise as a result
of either inaccurate ASR results or the model itself. Many
dialogue systems do not understand when they make errors
and so continue without acknowledgement. On the other hand,
a human can recognize and rectify the situation through an
apology or social behavior to express this to the user.

Recently there has been much work investigating how LLMs
can show this type of empathy in a dialogue system, with
some degree of success [1]–[3]. However LLMs and artificial
systems can only show this in a synthetic way without being
able to feel emotions. Furthermore, empathetic expression is
still difficult to replicate through text-to-speech technologies.

To bridge this gap we propose to combine the conversation
skills of humans with an autonomous system to make a semi-
autonomous system. In this system a remote human operator
can smoothly “take over” the conversation from an agent

and provide human-level intelligence and empathy at certain
times. This approach has been implemented in previous work
for service agents [4], [5], but is redundant for open-domain
conversation with only one user.

We therefore consider a schema where multiple users inter-
act with separate spoken chat systems simultaneously. In this
case, the semi-autonomous function is used by the operator
to freely switch between each human-agent conversation and
intervene where necessary. We define this setup with indepen-
dent users as a parallel system. Fig. 1 shows a general outline
of the semi-autonomous parallel approach.

Fig. 1. Overview of the semi-autonomous parallel approach. A remote oper-
ator monitors several independent users and can intervene in a conversation,
taking over from the autonomous agent.

This system needs to address several challenges such as
deciding when the operator should intervene in the conversa-
tion and how to allow the operator to immediately understand
the conversation in real-time. In this work we focus on
attentive listening, an open-domain dialogue system. The semi-
autonomous system can be implemented in areas where online
agents are used for the benefit of multiple end-users, such as
guidance, interviews and teaching.

We expect that a semi-autonomous system can outperform
an autonomous system in attentive listening by exploiting a
human’s conversation skill. Our goal in this work is to imple-
ment the system and compare it against a fully autonomous
dialogue system. The work in this study is conducted in the



Japanese language.

II. RELATED WORK

Fully tele-operated robots have been implemented in various
service and therapeutic tasks, with either the operator commu-
nicating directly as a human being [6], [7] or attempting to
imitate a robot [8], [9]. In these cases one operator is respon-
sible for a single agent and not a parallel implementation.

The development of semi-autonomous systems, where a
human can intervene on behalf of an agent, has been achieved
with customer service-related tasks [4], [5] and chatting [10],
although these are for text-based chatting and not spoken
dialogue. A recent work implemented a semi-autonomous
system in spoken dialogue but only in a dyadic context [11].

The parallel architecture has also been implemented in a
semi-autonomous system with multiple mobile robots [12],
although the operator did not directly speak to users, instead
they communicated through a limited fixed set of responses.
Additionally, [13] previously implemented a semi-autonomous
parallel system for a question-answering task. However chat-
ting has much different requirements in terms of handover. To
our knowledge this work presents the first semi-autonomous
parallel system for an open-domain spoken dialogue task.

III. AUTONOMOUS ATTENTIVE LISTENING SYSTEM

The dialogue system used in this experiment is an attentive
listening system where the agent acts as a listener towards
the user’s talk, such as a recent enjoyable experience. The
objective is for the user to speak to the system and for
the conversation to slowly encompass a range of topics.
However if the user becomes disengaged due to inappropriate
or monotonous responses from the system they will find it
difficult to speak for a lengthy period of time. Furthermore,
since the dialogue system does not take initiative from the
user it must produce meaningful questions and empathetic
responses which stimulate more conversation.

This system uses a state-of-the-art transformer-based
Japanese ASR model [14]. Turn-taking and backchannelling
are handled by our previously implemented models REF.
Backchannels in response to an emotional state (e.g. “ah!”,
“oh!”) are also generated as the system detects user sentiment.

The system has four types of responses - sentiments, elab-
orating questions, repeated responses and generic responses,
summarized in Fig. 2.

Sentiments are a reaction containing some type of emotion
(e.g. “Wow, that’s great” (ii desu ne) or “That’s a shame”
(zannen desu ne)) and are prioritized over the other types of
response. We use a simple lexical model to detect a sentiment.

A. Focus word detection

Our approach requires detecting the focus of the user’s talk
which we implemented in previous work [15]. For example,
if the user says “Today I went to a restaurant and ate pasta”,
the focus word pasta would be detected.

The focus word is also used for repeated responses, which
are simply the focus word with desu ka added to it. In

Fig. 2. Overview of the response types used in the attentive listening system.

Japanese, these types of responses act like affirmations or
backchannels rather than direct questions. To ensure a variety
of responses, the system will maintain a balance between
elaborating questions and repeated responses.

Generic responses are used when no focus word can be
detected and are simple statements such as “I see” (sou desune)
or OK (hai). Our aim is to keep these to a minimum.

B. Response generation with T5 model

If a focus word is detected we generate an elaborating
question using a specialized deep learning model distilled
from ChatGPT. We first extracted data from RealPersonaChat
[16], a corpus of 14,000 dialogues. The data was statements
which preceded a question. These were then used with the
following prompt to ChatGPT (translated from Japanese):

“Please respond to the statements with elaborating questions
to elicit more conversation. The purpose of the elaborating
questions is to get important information about the 5W1Hs:
”why”, ”what”, ”where”, ”who”, ”when” and ”how”.”

This prompt produces responses which are more ideal for
attentive listening than the longer utterances used by naive
ChatGPT. An example of the different responses is:

User input: I ate lunch outside but I had a bad feeling
so I came back.
ChatGPT (naive) That is unfortunate. Was something
not to your liking? Was there something wrong with the
location or the food?
ChatGPT (prompt) Why did you have a bad feeling?

This resulted in training data consisting of around 16,000
statement and response pairs used to fine-tune a T5 model [17].
The model is smaller than a typical LLM (around 220 million
parameters), but produces attentive listening-type dialogue.
The resulting model is lightweight, produces responses suitable
for attentive listening and can be used with a CPU.
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The system also uses elaborating questions in situations
when the conversation seems to be stalling. When there is a
silence from the user of greater than 5 seconds an elaborating
question is uttered using a history of the dialogue. Elaborating
questions are also generated when three or more generic
responses are generated consecutively by the system in order
to preserve response variety.

C. Agent interface

The agent we use in this work is Gene, based on the
MMDAgent platform [18], shown in Fig. 3. Gene can use a
variety of text-to-speech (TTS) systems. In this case we use
a female voice. Gene has lip syncing capabilities and conveys
emotional states through facial expressions. When sentiment
responses or emotional backchannels are uttered by Gene, they
are combined with the appropriate expression.

Fig. 3. Gene, the agent used in this work, with a sad expression.

D. Limitations of autonomous attentive listening

Although this system is robust there are limitations which
could be improved by human intervention. The elaborating
questions are generally appropriate but quite limited. If a focus
word cannot be found the system reverts to generic responses
which do not stimulate more talk and it may become difficult
for the user to speak fluently. We also showed that users still
found autonomous attentive listening to be lacking in empathy
and understanding compared to a tele-operated system [15].

These issues can be alleviated with human intervention. An
operator can quickly come up with more probing questions
to promote talk, quickly recognize dialogue breakdowns, and
assist the user in a similar manner. This motivates our semi-
autonomous approach.

IV. SEMI-AUTONOMOUS SYSTEM

We now describe the main aspects of the semi-autonomous
system which are disengagement detection (to determine when
the operator should intervene) and dialogue monitoring (so the
operator quickly understands the state of the dialogue).

A. Disengagement detection

The first technical challenge is detecting when the system
needs human intervention because of dialogue breakdown or
disinterest. Although this has been widely studied [19], it
is more difficult in attentive listening since the user may
try to keep talking even in an uninteresting conversation. In
this work we estimate if the user may require intervention
by continuously analyzing aspects of the attentive listening
dialogue itself.

To approach this problem, we use the set of heuristics
described in [11]. These are based on the assumptions that
a “good” attentive listening dialogue involves the user talking
continuously.

• User is silent for more than five seconds
• User has had two short turns (less than 20 characters) in

a row
• System has not uttered anything except generic responses

for three turns in a row
• System has not uttered a sentiment response in the last

five turns
The first two heuristics estimate the user state in the dia-

logue. The final two heuristics relate to the performance of
the system. The operator is provided information when one or
more of the conditions are met, in the form of recommenda-
tions to intervene. The operator is not required to act upon
these recommendations but they are useful for understanding
what type of dialogue intervention may be needed to help
maintain the conversation.

B. Dialogue monitoring

The operator must be able to monitor multiple conversations
without too much cognitive load. If the operator has to
read ASR results it will take too long to “catch up” to the
conversation. For a parallel system this is even more critical
as the operator has to deal with multiple users without delay.

To approach this problem we use dialogue summarization
through ChatGPT as proposed in previous work [10]. The per-
formance of ChatGPT in summarization tasks is comparable
to humans [20] and output can be verified in real-time by the
operator. We use few-shot prompting for ChatGPT using the
following instruction (translated from Japanese):

“Below is part of a conversation between A and B. Summa-
rize A’s entire talk, their emotional state and provide simple
short questions to ask A. Ignore any unnatural Japanese in
the dialogue. Also please ignore B’s dialogue. The output
should be less than 100 Japanese characters. There are some
examples below.”

The prompt includes several examples and the most recent
dialogue of the conversation from ASR results. The user and
agent correspond to speaker A and B respectively. The output
format from ChatGPT is in three parts - a short textual sum-
mary of the conversation, an estimation of the emotional state
of the user, and questions that could be asked to the user. The
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intention is that the operator uses these to formulate more in-
depth questions with appropriate backchannels and sentiment
reactions. Summarization is executed when the operator clicks
on a user’s video panel.

C. Seamless switching

Another major challenge is to match the voice of the
operator and the agent’s TTS to prevent an abrupt change when
control is switched between them. We use voice conversion
[21] to change the operator’s voice to one which matches the
agent’s TTS in real-time. This allows the operator to speak as
the agent while preserving the nuances of human speech.

V. OPERATOR INTERFACE

Fig. 4 shows the operator interface. The operator can view
ASR results and system dialogue in real-time. They select the
conversation they would like to listen to by clicking on the
video panel. The agent is not displayed. To interact with the
user, the operator clicks a microphone button corresponding to
the conversation in which they wish to intervene. This button
is disabled when the agent is speaking to prevent interference
between the operator and agent’s voice. During an intervention
the operator may also control particular facial expressions of
the agent by clicking the corresponding emoji button.

We evaluated the interface in an initial feasibility study with
two operators over 10 sessions. We used a 5-point Likert scale
with six items and found that all items averaged at least 3.
The usability of the interface (4.4) and the ability to talk
spontaneously to the users (4.3) were rated the highest.

VI. EXPERIMENT METHODOLOGY

We hypothesize that a semi-autonomous system with one
user is more effective than one with multiple users and that
summarization improves the system. We conducted experi-
ments under four different conditions:

AUTO The autonomous attentive listening system.
DYADIC A semi-autonomous system where the operator
only handled one user with no summarization.
SEMI-BASE A semi-autonomous parallel system where
the operator handled three users with no summarization.
SEMI-FULL A semi-autonomous parallel system where
the operator handled three users using summarization.

The DYADIC condition was implemented in [11] with the
same attentive listening system and experimental procedure.

We first conducted an experiment with the SEMI-BASE
system. There were six sessions with three simultaneous par-
ticipants. We then conducted a within-subjects experiment with
11 participants who interacted with both the SEMI-FULL and
AUTO systems. For the SEMI-FULL system we conducted
four sessions. One session had two participants so we used a
“dummy” participant, to ensure that the operator would still
manage three users. The order of conditions was randomized.

Participants were given an explanation of attentive listening
and time to consider what they would talk about. The motiva-
tion topic was something interesting that they had experienced
recently. We informed participants that their conversations

would be listened to by a remote operator who could inter-
vene on behalf of the agent, although they would not know
when it would happen. We used two different operators for
these conditions. Each session was around eight minutes in
duration. Experiments were conducted with both participants
and operators in sound-proof cubicles in the same room and
the operator cubicle was separated from the participants so
they could not see each other.

Operators in the semi-autonomous conditions were in-
structed to intervene in conversations by considering informa-
tion provided by the interface, although they would make the
final intervention decision themselves. They were instructed to
only use short questions and statements suitable for attentive
listening. Note there is no difference between the SEMI-BASE
and SEMI-FULL systems from the user perspective, only the
information the operator receives.

VII. RESULTS

After each interaction participants answered a 7-point Likert
survey consisting of 19 items based on those found in previous
work [15]. We grouped these items to construct measures and
used them as the basis of the statistical analysis.

Likert scale results are shown in Fig. 5, taking the average
item for each measure. We could not outperform the DYADIC
condition, which had the highest ratings across all measures,
even without summarization. However SEMI-FULL is close
to the level of the DYADIC system, showing that summariza-
tion is beneficial when handling multiple users. SEMI-BASE,
which did not provide any summarization, performs worse than
SEMI-FULL on all measures.

The SEMI-FULL system also outperformed AUTO, par-
ticularly for empathy and enjoyment. Paired t-test results for
these measures showed p-values of 0.07 and 0.08 respectively.
These are also the only two measures where the medians of
SEMI-BASE are higher than that of AUTO.

On the other hand, the SEMI-BASE system was worse than
the AUTO system in terms of naturalness and timing. From
this result we propose that if the operator cannot provide a
quality intervention then the users perceive it as upsetting the
flow of the conversation. On the other hand the SEMI-BASE
system was better in terms of enjoyment and empathy but
there is a large amount of variation between users. The average
number of interventions per user was around 3, but the number
of interventions did not correlate with any measures.

VIII. DISCUSSION

Results of our study indicated that the semi-autonomous
approach improved enjoyment and empathy but naturalness
and timing were perceived more negatively. One reason for
this could be that the items which make up naturalness and
timing are arguably more to do with conversational processes
as opposed to how users feel about the agent.

The effect of human intervention changes with both the
number of simultaneous users and the existence of summa-
rization. Although intervention can be done successfully in a
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Fig. 4. User interface of the remote operator. The currently selected user is in the middle panel and the operator can speak to them directly. Intervention
recommendations and dialogue summarization are labeled.

Fig. 5. Results of experiment. Bars indicate median values.

dyaduc interaction, for multiple users summarization is neces-
sary to quickly understand the state of the dialogue. Without
summarization the quality of the intervention is degraded
because they cannot successfully stimulate the conversation.

Other strategies which can assist with quality interventions
should be considered. Our eventual aim is to at least match
the performance of the DYADIC system, which we used as
a comparative baseline. This would show that one operator
can service the needs of multiple people simultaneously at the
same level as a single user. Limitations of this work were
the relatively low number of participants in the study and the

quality of the voice conversion.

IX. CONCLUSION

In this work we introduced a semi-autonomous parallel
system for an attentive listening spoken dialogue system. A
remote operator intervenes and takes control of a human-
agent conversation to help maintain user interest. The operator
can manage several of these dialogues simultaneously through
our system, by using disengagement detection and dialogue
summarization. Our user study showed that it could improve
user perception of enjoyment and empathy and that dialogue
summarization was improved the performance of the system.
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